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The amazing computational capabilities of the human brain reflect the dynamic flow of information
through its fabulously complex neural circuitry. Elucidating the wiring diagram of the primate brain
in general and the human brain in particular represents one of the grand challenges of neural
computation. As the dominant structure of the brain (and in humans the most variable structure),
the cerebral cortex is especially intriguing but also especially challenging to decipher. This
presentation will focus on new neuroimaging approaches that show much promise for revealing
the circuitry and functional organization of cerebral cortex in humans and nonhuman primates. A
quantitative understanding of neural connectivity patterns at both macroscopic and microscopic
ievels will allow fundamental advances in modeling biologically plausible neural circuits that
emulate many functions of the human brain.

Information processing by the brain is often understood to be constrained by the properties of the
neural hardware that carries out the underlying computations. However, living systems cannot
freely choose the quality of their sensory input. That is dictated by physical properties of the
environment and by the necessity to respond to external stimuli in time. In other words, there are
constraints on information processing, independent of the animal or its neural substrate, and these
constraints are to some extent universal. Qur knowledge of neural processing has mostly come
from laboratory experiments, and so our understanding of those constraints, as they arise in real
natural conditions, is still in its infancy. It will be interesting to quantify them, to see how they affect
information processing strategies in real animals, and to assess whether the solutions that
animals use are close to optimal in a way that we can understand.

The visual system is a good model for a study of these questions, because vision naturally
operates over an enormous range of light intensities, that is, an enormous range of signal to noise
ratios. Insect visual systems in particular are generally very amenable to quantitative analysis. |
will introduce the subject with some historic examples that illuminate problems and solutions in
insect vision, ranging from the optics of the insect eye, to motion vision, and behavior. Then | will
discuss some of our early experiments and analyses on motion estimation in a natural context,
illustrating the need for the system to adapt its computational strategies in order to cope with large
variations in signal and noise. Work in this vein is still in its early stages. For the not too distant
future, it is my hope that a combined effort in experiment and theory can achieve a deeper and
more quantitative understanding of sensory information processing in the much richer context
offered by the complexities and uncertainties of the natural world.
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What would it mean to have a theory of the brain? | can imagine at least two very different
answers to this challenge. In one version, we want to show how brain function emerges from the
microscopic dynamics of molecules, cells, and synapses. Most of the things we find really
mysterious about the brain involve the activity of many such elements, and so a theory in this spirit
might ook something like statistical mechanics. A second approach would focus on what we
mean by "function;" since the brain is not a general purpose computer, some computations are
done more efficiently than others, and some specific tasks seem to be performed as well as
possible. A theory thus could start by taking these examples of near-optimal performance
seriously, and articulating optimization principles from which essential aspects of neural circuitry
could be derived. These two styles of theorizing are not completely separate, nor do they exhaust
the possibilities, but they pose very different problems. In the shortest possible phrasing, the first
approach responds directly to "how does the brain work?", while the second approach starts with
"what does the brain do?". It surely is worth pausing to emphasize that we don't have a precise
answer to the second question.

In this talk | hope to discuss two examples, one from each style of theorizing.
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There appear to be three (at least) identifiable approaches to Computational Neuroscience. After
trying to identify these views, and comment on them with my own opinion, 1 will focus on the view |
think will be most productive both for Neuroscience as a whole and for organizations such as the
Los Alamos National Laboratory specifically.

This op-ed introduction will be followed by a discussion of a specific problem solved by neural
systems in a variety of different ways: telling time. On scales from a few microseconds to many
hours animals need to address the passage of time. | will review some of the known strategies for
this and speculate on others.

Not to be too mysterious about the connections between this and the beginnings of the talk: |
choose the second of the three fold approaches.
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The neocortex generates oscillations at many different frequencies, the pattern of which correlates
(in vivo) with the sleep/wake cycle and, in the waking state, with sensory stimulation and cognitive
tasks. There are also correlations with the initiation and progression of epileptic seizures. Many of
these oscillations can be replicated in brain slices, from both rodents and (more recently) humans,
with a remarkable similarity, at the cellular level, to in vivo oscillations. In addition, detailed
network simulations have advanced to the state where cellular oscillation pafterns can be
replicated and specific experimentally testable predictions offered - in some cases, already
verified. Remarkably, most oscillation types in the neocortex, and hippocampus also, depend on
electrical coupling between pyramidal neurons, and such coupling appears to exist at an
unexpected site - between axons. | shall review the morphological data on this type of coupling,
and also the phenomenoclogy and mechanisms of gamma (30 - 80 Hz), beta2 (20 - 30 Hz) and
very fast (>80 Hz) oscillations; and | shall outline how large-scale modeling of a thalamocortical
column, using multi-compartment, multi-conductance neurons, has contributed to our
understanding.

For the future, it is safe to say that models and theories of neocortical function will need to take
account of electrical coupling between neurons, in addition to chemical synaptic interactions.

When the brain generates a motor command, it also predicts the sensory consequences of that
command via an "internal model”. The reliance on predictions makes the brain able to sense the
world better than is possible from the sensors alone. However, this happens only when the
models are accurate. To keep the models accurate, the brain must constantly learn from
prediction errors. Here | use examples from saccade and reach adaptation to demonstrate that
learning is guided by multiple timescales: a fast system that strongly responds to error but rapidly
forgets, and a slow system that weakly responds to error but has good retention. What are these
systems learning? In principle, the brain could be learning to more accurately predict the sensory
consequences of motor commands and correct movements as they occur (i.e., learn a forward
model). Using the theoretical framework of stochastic optimal control, | show that such adaptation
should leave its signature in saccade trajectories. Experiments on a novel form of saccade
adaptation seems to bare out the predictions. Therefore, it appears that motor errors give rise to
multiple timescales of adaptation, and the fastest timescales learn forward models.



Judging from current progress in nanoscale imaging and cutting, histochemical and genetic
methods for staining, and computational algorithms for image analysis, it should soon be possible
to create automated systems that will take a sample of brain tissue as input and generate its
“connectome,” a list of all synaptic connections between the neurons inside. Such systems will
give rise to a new field called "connectomics,” defined by the high-throughput generation of data
about neural connectivity, and the subsequent mining of that data for knowledge about the brain. |
will discuss the possible impact that connectomics could have on our understanding of how the
brain wires and rewires itself, the dynamics of activity in neural networks, and the
neuropathological basis of mental disorders.
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A read-write memory (Turing’s tape) is implied by behavioral evidence for the kinds of
computations performed by even insect brains (e.g., dead reckoning) together with what computer
scientists understand about the limitations that a finite state architecture places on computational
power. However, neuroscientists have not looked for and (therefore?) not found a read-write
memory mechanism. The absence of such a mechanism is often taken as a virtue, despite its
relegation of the nervous system to the computationally weaker class of finite state machines.
Computational models in contemporary cognitive science routinely presuppose the much more
powerful Turing architecture, which is why they are “neurobiologically implausible.” | argue that
this is a problem for neuroscience, not cognitive science. There must be a read-write memory
mechanism. Its role in the causation of behavior is as central as the role of the read-only
molecular genetic memory mechanism in the causation of biological structure. Its discovery will
transform our understanding of neurobiology, just as the discovery of the structure of the gene
transformed biochemistry.
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Grand Challenges in Auditory Research

Break
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How can we build useful, suitable models of brain function? Why/how is neurobiology so
effective? How is analyze electophysiological data to be analyzed, cast in light of structure and
cell biology, in such a way as to get at computational questions? What are appropriate collective
coordinates? How do we bridge the gap from stimulus-response tasks to tasks that require
planning, considering alternatives, or multiply reusing the same neural circuits? How is ongoing
‘mental life’ to be described and studied at the neuron level?

Can a Single Learning Algorithm Build the Visual Cortex? The Challenges of Training an
2=

Artificial Vision Bvsiom
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It may come as a surprise to many neuroscientists that some of the best artificial vision systems
for detecting human faces, recognizing everyday objects, or recognizing handwritten characters,
are based on Hubel and Wiesel's old ideas. Feed-forward neural networks with multiple,
alternated layers of simple cells (non-linear filters) and complex cells (which locally pool simple
cell outputs) can perform those tasks with high accuracy, in real time, and with robustness to
variations of pose, illumination and clutter.

Until recently, these networks had to be trained using biologically implausible supervised learning
algorithms, which require a large number of training samples. Hinton recently showed how to train
"deep” networks (with many layers) using unsupervised algorithms. Applying similar ideas to the
multi-stage Hubel-Wiesel architecture leads to artifical vision systems that can learn invariant
feature hierarchies in an unsupervised way, by simply being shown natural images.

One of the biggest challenges of learning research is to devise better learning procedures that can

train such “"deep" architectures, and that can be scaled up to produce full-fledged artificial
perception systems.

Prinpinios of Computational Abstraction for Visual Cortex

Stoven YW, Zuckesr
Yale Lniversity

The visual system is distributed across dozens of cortical areas, each of which exhibits detailed
cytoarchitectonic and connection structures. At a cartoon level the functional architecture of many
of these areas appears columnar, with rich long-range horizontal connections in some layers. The
grand challenge is to determine the principles of neural computation that derive from these
structural constraints for solving real vision problems. These principles would then support an
abstract theory of vision which would specialize to neural implementations, was amenable to
computational abstraction (not just simulation), and could transfer to engineering applications.
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How does the cerebral cortex operate? A leading hypothesis that was proposed more than 50
years ago was that the cortex operates through dynamic functional connectivity through the
temporary formation of neuronal assemblies. It has been tacitly assumed in these models that
information transmission between elements in these assemblies occurred almost exclusively
through the rate and timing of action potentials. Intracellular recordings in waking and sleeping
animals demonstrate that cortical networks flip between preferred states of activity and that these
states determine neuronal responsiveness (gain) — and therefore intracortical functional
connectivity. In addition, detailed investigations of communication between cortical neurons reveal
that synaptic transmission may be influenced by more than just the rate and timing of action
potentials arriving from the presynaptic cell. It is also dependent upon the membrane potential of
the communicating cell, indicating that information transfer within local networks in the cortex may
operate in a mixed “analogue” and “digital” model. These investigations reveal that the cortex
operates in a mode that is fluid, holistic, and dynamic, in which the real time interactions of
subcellular, cellular, and network components precedes and determines the flow of information
throughout the network as well as its response to outside information. A grand challenge in the
study of cortical networks is to integrate information from the subcellular level all the way to large
scale networks in order to understand how cortical activity flows and controls its own excitability.

Olfactory systems solve, with very reduced circuitry and thus, presumably, with high efficiency, the
most basic and typical problems of pattern learning, classification and recognition. By studying
small brains (insects, fish), we are attempting to describe and understand some of the basic
building blocks of such circuits. | will describe some of our results, focusing especially on the
relationships between circuit architecture, cell and synaptic function, dynamics, synaptic learning
rules and computation. Finally, | will try and describe some of the most obvious remaining
challenges.



One of the great challenges in neuroscience is to understand the function of population codes.
This entails answering at least three major questions: (1) how do populations of neurons encode
information in their collective activity? (2) how are population codes read out by downstream
neurons? (3) how do population codes influence sensation and behavior? The primate visual
system illustrates these problems in abundance. Specifically, as signals flow from the peripheral to
the central visual system, receptive fields become increasingly large and complex, reflecting
readout of population coded signals at successive stages of processing. A comprehensive
investigation of these computations therefore requires that one be able to experimentally monitor
the entire population code and its readout, a demand that until recently has been technically
prohibitive. In this talk | will describe our studies of a behaviorally important population code and
its readout in the primate visual system. Visual motion is represented in the retina by traveling
waves of activity in many non-direction-selective neurons. The direction and speed of these waves
are read out by downstream neurons to control perception and behavior. We exploited a newly
developed large-scale electrophysiological recording system to measure a substantial fraction of
the population code for visual motion over a significant region of primate retina. To test how
effectively the population code is read out by central neurons, we compared speed estimates
obtained from retinal activity to speed estimates performed by human observers in matched
stimulus conditions. We find that for brief, small stimuli, behavioral motion sensing performance
approaches the limits imposed by the retinal signal, suggesting that population code readout can
be efficient and nearly noiseless. On the other hand, for extended stimuli, behavioral motion
sensing performance falls far short of limits imposed by the retinal signal, indicating that central
readout of the peripheral population code can place the ultimate limit on sensation and behavior.
We discuss the implications of these findings for how motion is computed in the brain. We also
discuss the factors that have made it possible to obtain a comprehensive view of the population
code, and the paraliels that might be expected in future investigations of neural population codes.

Grand chalienges in suditory research

israci Nalken
Hebrew Universily

The auditory system has highly developed subcortical structures which are among the best
understood in the brain. Furthermore, a number of rather simple rules, with rough understanding
of peripheral representations, are sufficient to account for a surprisingly large number of
perceptual phenomena. Nevertheless, we understand very little about the way these lower
representations are combined to solve the 'hard' problems of audition, such as piich
representation, spatial localization in realistic conditions, speech understanding, or even such
seemingly simpler processes such as segregating the incoming sound into its component
'objects’. | will argue that the common feature of these hard problems is the need to integrate
information across both frequency and time, neither of which occur at the lower representation
levels. | will present a number of (not necessarily mutually-exclusive) views of how auditory cortex
may participate in these tasks. In order to discriminate between these possibilities it will be
necessary to combine behavioral studies, muilti-single neuron recordings and active manipulation
of neural activity at a single-neuron resolution.



Anatomical, physiological and functional imaging studies have established that mammalian
cognitive functions involve the concerted action of populations of interconnected neurons
distributed throughout the brain. Although this perspective is widely accepted, we continue to
know surprisingly litle about the details of distributed neuronal processing, its underlying
physiological mechanisms, and its relation to behavior. This lack of understanding stems largely
from technica! limitations in our ability to make appropriate electrophysiological measurements. To
overcome this limitation, we have designed a new class of instrumentation that will enable
investigators to simultaneously monitor neuronal activity from hundreds of independently movable
microelectrodes that are semi-chronically implanted in widespread regions of the brains of awake,
behaving monkeys. | will present this design and discuss its implications, as well as its limitations,
for gaining a greater understanding of large scale brain dynamics.

sarovering the neural code for vision
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Mental processes are mediated by a complex network consisting of hundreds of closely coupled
computational modules. Understanding how these various moduies encode and represent
information is an important goal of computational neuroscience. Its solution will also simplify other
problems in this area and facilitate applications (e.g., brain-machine interfaces). | will summarize
some of the theoretical and practical constraints that limit our ability to investigate neural coding
and representation, using the visual system as a model. These constraints include the inherent
complexity of natural images, the fundamental nature of neural computation, and practical limits in
data acquisition. | will also review modern approaches to solving this problem using various tools
of nonlinear system identification, and offer some speculations about future directions in this area.
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Session Chair: John George

Yang Dan (University of California at Berkeley)

Visual Cortical Coding of Natural Stimuli

Guenter W. Gross (University of North Texas)

Nerve Cell Networks on Microelectrode Arrays: Platforms for Investigations of
Neuronal Dynamics Underlying Information Processing

Kwabena Boahen (Stanford University)

Neurogrid: Emulating a Million Neurons in the Cortex

Break

Sara Solla (Northwestern University)

Decoding Neural Signals for the Control of Movement

Charles F. Stevens (Salk Institute)

Design Principles that Endow the Brain with a Scalable Architecture
Grand Challenges Panei Discussion

Main Workshop Adjourns

Session 6: Neuroscience in New Mexico
Session Chair; Chris Wood

Rob Duncan (Director of Institute for Advanced Studies)

Dan Savage (University of New Mexico)

Claudia Tesche (University of New Mexico)

Imaging Associative Neural Plasticity in Man

Elba Serrano (New Mexico State University)

Chaouki Abdallah (University of New Mexico)

Yoshio Okada (BRAIN)

Neuroimaging Research at the BRAIN Imaging Center

Yoshio Okada (BRAIN)

Origins of Macroscopic Electrical and Magnetic Signals from the Brain: Theoretical
and Experimental Analyses

Wolfgang Mueller (BRAIN)

Presynaptic Plasticity of Vesicle Turnover and Short-term Plasticity
Break

John Rasure (MIND)

Overview of the MIND Research Network

Michael Weisend (MIND)

The Challenge of Pooling Neuroimaging Data across Different Laboratories: A Piiot
Investigation with MEG

Vince Clark (MIND)

Brain Networks in Learning and Mental lliness

Rex Jung (MIND/Sandia)

NS2: Neuroscience for National Security

Danny Rintoul (Sandia)

Big Computing & Neuroscience: Where is the low-hanging fruit?
Ann Speed (Sandia)

Break

David Sharp (LANL)

Neuroscience at Los Alamos

John George (LANL)

Dynamic Mapping and Imaging of Neural Population Function
Garrett Kenyon (LANL)

Analysis of multiunit data: Getting more from each spike

Chris Wood (Santa Fe Institute)
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It is unlikely that we will achieve a quantitative understanding of information processing in the
vertebrate brain until we understand spatio-temporal action potentia! pattern processing in smali
neuronal ensembles or networks. All information enters in parallel, is processed in parallel, and
shapes behavioral patterns in parallel. Computation seems to be performed primarily by colliding
patterns with associated constructive and destructive interference. These phenomena are
superimposed on spontaneous activity with complex effects on gating sensory information. In the
extreme, spontaneous activity is either anticipatory, which facilitates rapid output pattern
generation, or antagonistic, which can block incoming sensory information, as is seen in thalamo-
cortical circuitry during sleep.

The requirement to quantify spatio-temporal patterns is unavoidable, and methods must be
developed that capture the simultaneity of neuronal output patterns in neuronal circuits, networks,
or ensembles. Although single neuron behaviour cannot be ignored, it is the cell group that
provides reproducibility, fault tolerance, storage or experience-dependent responses, and
(possibly) “decision states”. Cell group dynamics must receive emphasis for a “bottom-up”
construction of brain function, but is difficult to study in situ. Primary cultures on microelectrode
arrays (MEAs) form stable, spontaneously active networks that provide superior, long-term
readout from many discriminated units, and simultaneous optical information on network
morphology. In the past decade they have received extensive pharmacological and toxicological
attention and can be considered “histiotypic”, as their responses are highly similar to those of the
parent tissue in situ.

Given their thorough pharmacological characterization, it is now prudent to explore the more
difficult domains of structure-function relationships and network dynamics with these platforms.
Electrical stimulation is possible through the recording electrodes and responses to weak, pulsed
magnetic fields have been demonstrated. Recently, it was shown that such networks in culture are
weakly disassortative small world graphs, which differ significantly in their structure from
randomized graphs with the same average connectivity (1). It is now possible to explore the
internal dynamics of self-organized neuronal systems and ask key questions such as: (a) What is
the origin and purpose of spontaneous activity? (b) What is the nature of biological fault
tolerance? (¢) How do networks select or develop specific spatio-temporal patterns? (d) What are
the mechanisms and manifestations of pattern storage? (d) Can specific patterns be imposed on
network via external stimulation? How do several networks interact if coupled electrically?
Spontaneously active mammalian tissue on MEAs opens a window to the internal dynamics of
networks with realistic applications to studies of pattern processing and to basic theoretical
questions on the nature of information processing. They also find applications as tissue-based
biosensors, and in areas such as toxicology and drug development. This presentation will
summarize the progress made with these platforms, discuss the remaining problems, and outline
realistic future research efforts.

(1) Bettencourt et al, 2007, Physical Review E. (in press).



souroorid: Emulsting 3 million neurensg inthe coriex

Kwabena Hoahen

Stanford University

| will present a proposal for Neurogrid, a specialized hardware platform that will perform cortex-
scale emulations while offering software-like flexibility. Recent breakthroughs in brain mapping
present an unprecedented opportunity to understand how the brain works, with profound
implications for society. To interpret these richly grow-ing observations, we have to build models—
the only way to test our understanding—since building a real brain out of biological parts is
currently infeasible. Neurogrid will emulate (simulate in real-time) one million neurons connected
by six billion synapses with Analog VLSI techniques, matching the performance of a one-
megawatt, 500-teraflop supercomputer while consuming less than one watt. Neurogrid will provide
the programmability required to implement various models, replicate experimental manipulations
(and con-trols), and elucidate mechanisms by augmenting Analog VLSI with Digital VLSI, a mixed-
mode approach that combines the best of both worlds. Realizing programmability without
sacrificing scale or real-time op-eration will make it possible to replicate tasks laboratory animals
perform in biologically realistic models for the first time, which my lab plans fo pursue in close
coliaboration with neurophysiclogists.

Decoding neural siangls for the contrel of movement

Sara A, Solls
Northwestern University

The activity of neurons in primary motor cortex provides the signals that control our ability to
execute movements. One of the crucial questions, still unresolved, is that of identifying the
coordinate system used in the execution of movements: is it an euclidean representation of the
external space, or an actuator representation of the state of the muscles? We address this
question through the analysis of data obtained for an awake behaving monkey. The data includes
both simultaneous recording of the activity of about one hundred neurons in motor cortex and of
the activity of about ten muscles in the relevant limb. The analysis of this data involves a variety of
techniques, from linear regression models to nonlinear methods for dimensionality reduction. | will
review the current level of achievement in this active area of research and discuss its implications,
both for understanding aspects of neural information processing that relate to natural behaviors
and for extracting from these neural signals the information needed to guide prosthetic limbs and
other types of external devices

Nesian Princinles that Endow the Brain with a Scalable Lrphitecture

One of the Grand Challenges is to learn what mathematical operations are performed by neuronal
circuits. The vertebrate brain has a scalable architecture — the computations become better in
some way as the size of a circuit is increased — and understanding the scalability can place
constraints on the types of computations done or offer clues about the nature of the computations.
| will outline some methods for studying scalability rules in vertebrate brains, and illustrate these
methods with a particular example of a universal scaling law and its underlying principle.



Magnetoencephalography (MEG) provides an opportunity to observe the dynamics of human
brain function with exquisite temporal resolution. Aversive (fear) conditioning may result from the
repeated pairing of a neutral a€ceconditioneda€ visual stimulus (CS) with an aversive
a€ceunconditioneda€ auditory stimulus (US). This association leads to a learned response:
presentation of the CS in isolation elicits behaviors associated with the US, even though no such
stimulus is presented. Although aversive conditioning has been studied intensively in animal
models, little is known about the dynamics of the conditioned response in the normal human brain.
We utilized a MEG array to study associative neural plasticity in normal adults. CS presented in
isolation following training elicited activation of auditory cortex and amygdala. In a subsequent
study, the inter-stimulus interval between CS and US was shortened from 1500 ms to 418 ms.
Visual CS predictive of aversive noise continued to elicit responses in auditory cortex, as well as
frontal areas and cerebellum, although activation of amygdala was strongly suppressed.

-

Proavnantic nlasticity of vesicle turnover and shott ferm piagtioity

Woligang Milier

Long term synaptic plasticity (LTP and LTD}) is believed by many to be expressed postsynaptically
by insertion or removal of receptors into the postsynaptic membrane. This would not directly affect
short term dynamics associated with facilitation of presynaptic neurotransmitter release due to
buildup of residual calcium and depression due to depletion of vesicles. Using direct two- photon
imaging of vesicle turnover in mature presynaptic terminals in brain slice we demonstrate LTP and
LTD of presynaptic vesicle release and relate these changes to changes in synaptic short term
dynamics that may contribute to memory and coding of temporal relations.



The MIND Institute performs pioneering research in technology development for better
understanding of brain function and diagnosis of mental illness and neurological disorders. MIND
executes its research through the National MIND Research Network, an established, cross-
disciplinary, collaborative partnership with leading universities and national laboratories: Sandia
National Laboratories, Los Alamos National Laboratory, the National Center for Genome
Resources, the University of New Mexico, Massachusetts General Hospital (Harvard and MIT),
and the University of Minnesota.

The National MIND Research Network has assembled a world-class, highly integrated
neuroimaging and neuroinformatics capability. This shared infrastructure supports MIND’s iterative
research process: 1) diagnostic technology development; 2) neuroscience discovery; 3)
translational application of research into clinical practice. The interplay of the three themes is
critical to our success. New clinical hypotheses drive technology development while new
diagnostic methods result in pursuing clinical questions that were previously inaccessible.

MIND is currently leading three National Programs. The FIRST (Functional Imaging for Research
and Schizophrenia Treatment) Program, led by Dr. Charles Schuiz, M.D., University of Minnesota,
links multi-modal brain imaging, genetics and pattern recognition to develop a definitive diagnostic
tool for mental illness. The Neurodevelopmental Program, led by Dr. Yoshio Okada, University of
New Mexico. is a multi-site program to develop novel diagnostic techniques based on MRI, NIRS,
MEG, and EEG for studying brain development and to apply these techniques to understanding
the consequence of brain injury in babies and children with autism. The MEG Tech Program led
by Dr. Mike Weisend, The MIND Institute, is focused on developing cross-platform (CTF, 4-D,
Neuromag) openly distributed software that is fully characterized for sensitivity, accuracy and
reliability.

£ ph e BaEadiminos] 1o by r st risa
Sandia Rational Laboraionss

National security threats are inherently “wicked”, involving non-linear processes, diverse
stakeholders, shifting social/political/economic contexts, and poorly defined parameters. Our
working hypothesis is that we can gain traction in addressing “wicked” problems through
increased understanding, manipulation, and control of brain processes — an approach we call
“‘neurosystems engineering.” Particular applications of such an approach might include: training
“resilient” soldiers; deception detection; rapid decision-making under stress; and accelerated
learning. Computational neuroscience will accelerate our progress toward understanding and
controlling brain processes by increasing our ability to analyze large data sets (108kb) across a
large number of variables (1011neurons) with adequate resolution to discern latent relationships
amid the noise. The National Laboratories are well situated to partner with the neuroscience

community to meet the demands of an increasingly complex and interdependent (i.e., “wicked")

world.
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There is a computational revolution in biology right now related not to computational advances but
to experimental ones. Our ability to generate large amounts of “messy” data is rapidly improving in
many areas, and neuroscience is leading the way both in the massive amounts of data and the
messiness associated with the data. | will give a brief introduction to the state-of-the-art in high-
performance computing and how that applies to the problems of analyzing neuroscience data. |
will then touch on how these data can be used to populate models. | will emphasize where high-
performance computing can be used now to make a significant impact, and where | believe is will
not play a significant role in the near future.
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Andrea Benucci
Smith-Kettlewell Eye Research Institute

Persistent population activity in primary visual coriex
Andres Benucel, Robert A, Frazor, Vincent Eonin, and Meatteo Carandini Smith-Ketttewelt Eye Research Inst, Sen Francisco, CA

The primary visual coriex is & layered network of neurons with & columnar organizetion of preferred orientation and topographic
mapping of the visual spece. During natural vision, thie network ie constently driven by rapidly changing visual input. How does the
network switch from one ectivity pefiern to the other under these conditions? What are the rules governing the interactions between
these petierns and now do they gepend on the underlying corical connectivity? To address these questions, we used & seguence
of oriented stimull. If the sequence is rapid, the responses in primary visual coriex (V1) to the individual orientations might interact
with each other via summation, supprestgion, of other possibie dynamics. We meesured populstion responses by imaging voliage-
sencitive dye (VSD) signels in aree V1 of enesthetized, parelyzed cals (dye RH-1662, Grinvaid & Hildesheim, 2004} with 5-10 ms
resolution. Stimuli were 6 s sequences of 30.40 me fizehed gratings of random crientation (Ringach et al., 1987). We computed the
preferred orientetion for ezch pixel in the image & obtsin population respeonses g8 & function of time and preferred orientation. The
popuigtion regponses 1o successive orentations exhibited epparently complex dynamics. If two onentations in 8 sequence were
separated by tess than 30-45 deg, the population response ceemed to shifi seamiessly from one crientation 1o the cther. A larger
slep in orientation seemed 0 elicit & suppressive intersclion between population responses. We zsked whether these dynamics
could be explained on the besis of the sverege response 1o g single crientation, L&. & linear filer. We computed this filter through
ctimulus-trigoered aversging; ite amplitude had e center-suround organizetion in orientation, increzsed rapidly 40-70 ms after
stimulus onset and decayed afier 150-200 ms. We computed 2 linear prediction of the responses 10 the whole sequence of
crieniztions by convolving the filler with the stimulus. This simple lingar model proviged & good description of the data (correlation
= 0.067 4 0.002). In particular, whenever 8 stimulue was foliowed by another stimulus, the dynamics of model responses closaly
resembled those seen in the messured feSpOnNSES. The struciure of the finear filter thus explains the spparent interactions between
orientations. However, we observed & conzielent discrepancy between the pregicted and messured responses when a stimulus
was not foliowed by encther stimulus (biank condition). The linear modei predicts & repid decey of the response to the background
level. The aciual response, however, persists for & few lens of ms efer the diseppearance of the lazst greting. We conclude that
populztion responses 1o repidly chenging stimuli swilch rapidly between etimutus-driven Sietes, and are predicted by a simple jinear
model. This fast switching, however, is supplemented by persistent zctivity whenever the sensory drive is removed. This brief
meintenence of cortical activity might be supporied by intrecortical recurrent connections, and may be associated with perceptual
phenomena of vieual persigience. Supponed by the National Eye Institute and by the McKnight Endowment Fund for Neurcsciehce

Tim Elanche
UC Eerkeley, Recdwood Center for Theoretical Neuroscience
Spike timing precision and the influence of cortical dynamics
Timothy J Eianche, Kilian Koepseil Clehzusen Lab, Redwood Center, University of California, Eerkeley

The prevailing wisdom that viual coriex neurons are noisy end temporelly imprecise i besed izrgely on evidence from sequential
cingle unit recordings in responge io reduced visual stimuli such as drifi gratings or spote of light. Moreover the benchmark for
cuaniifying spike timing precision i« the trial to trigl verisbility in the post-slimulus time histegrem (PSTH) of repested presentations
of the same stimulug, which explicitly ignores cngoing {or stimulus incependent) corlical dynamice. We are exploring the limite of
cpike liming precision in iccal neurcnal populstions evoked by compiex stirmuli (nefural scene movies), teking inlo account the
ongoing sctivity e¢ meessured by the iocsl field poiential (LFP). High-density silicon electicde arrays (polytrodes) were used 10
meke simutaneous recordings of 100+ neurons spenning &li cortical leyers in snesthetized catl primary visual cortex [1]. Brief bs
naturel ccene movie segments [2] were presented 25-75 times (80Hz frame rete, 200Hz refresh). The complex anzlylic signal was
veed fo obigin en insianteneous measure of LFP phase from 1-160Hz. LFF meduiation of spike timing wes quentified by fitling &
von Mises distribution (circular Geussian) to the histograms of spike pheses relative 1o the LFF osciliztion. Evoked responses 1o
notural scenes were cherecteristically sparse, punctusted with highly relisble events (Fano faciors 0.1). Neurons showed varying
gegrees of phase locking to the LFF with predominant pegks in sl the classically defined EEG bands. Individus! neurcns ofien had
muliipie peaks. The LFP itself gisc showed transient stimulus-cependent phese alignment across irizls at several frequencies.
Without considering the role of the LFP the full-width hali-meximum of many spiking events was zround 15ms. Dejittering the spike
sreine besed on the phese of the LFF in the gamma band revesled ms-precise lEempeial petiemns within the events. Teken together
we suggest thet neuions in the primary visugi COMEx &re cepeble of high spike timing precision comparable 1o that reporied in the
izteral geniculate and retina, but ongoing coriical dynamics introduces temporal jiter that may obecure this precision. References
[1] Folytrodes: high-density cilicon electrode arrays for lerge-scele muttiunit recording. Blanche TJ, Specek MA, Hetke JF,
Swindsle NV. J Neurcphysiclogy ©53(5)2987-3000, 2006, [2] Responses 0 netural scenes in cat V1, Kayser C, Salezar RF, Konig
P J Newophys 80(3):1910-20, 2003.



Cearrett Kenyon
LANL, F21
Evidence for Extreme Synergy in a Retinal Code

Giver the brief time intervels gvailable for precessing retural scenes, approximately 50 msec to 200 meec, the number of sdditional
spikes generated by individual retinal ganglion cells, even when strongly stimulgied, fiuctusies rencomly from 20% to 50%, & noise
ievel seemingly incompetible with the scuity of visual perception. Here, computer-generated spike trains were vsed o demonstrate
how subsizntial increases i sighekto-noise might be schieved by isking sdventage of the spstictemporal correlelions among
retinal neurons drawn fom extended neighborhoods containing hundrece of celis. Reslistic spaticiemporel correlations were
produced by medulating the inetantenecus firing rates of all stimuleled neurons by & common oscilletory input whose temporal
structure was consistent with megsured local feld potentizis. Singular Velue Decomposition (SVD) was then used to
cimukaneously analyze both painvise and higher-order correlations &Cross retinal patches conteining up to 32x32 genglon cells,
conresponding to over one-milion cell pairs, of scross smeller patches conteining up to seventeen-million cell triplets. Our results
suggest that rether than operating indepencently, ganglicn celis employ & highly synergistic code in which the value of each pixel
can only be rapidly extracled by teking inte account the concurrent firing aclivity ecross contiguously activeled elements.

Sean Escola
Columbia University

HIlMs applied toward the inference of neural states snd the improved estimation of linear RFs
Sean Escole and Liam Faninski, Columbia University

Several recent experimental results suggest thet neurcns ere associsted with multiple firing regimes, or stales (e.g. tonic and burst
modes of LGN cells and up-and-down states in the corlex). We develop & genersal framework for estimating neural receptive fields
{RF¢) frem peired epike-trein and stimuive deta scsuming that neurons trencition between several discrete hidden states. FPrevious
approaches applied 1o RF estimation such as the spike-lriggered average, the linear-nonlinear-Foisson (LNP) peini-process model,
snd information theoretic technigues are predicated on the sesumption thet &l spikes are ecuelly informative about thestimulus. If,
instesd, some tpikes occur while the neuron i in & stimulus-ignoring siete, then including thoee spikes in the RF estimation will
necessarily worsen the estimate. Furthermore, if the neuron moves between several states, esch of which responds io different
feptutes of the slimulus, then these technigues will discover some composite RF that may cifter significantly from &ll of the
individual, =iste-specific RFs. By discovering the hidden siate of the neuren at every point in time, each of the ingivicual RFs can
pe eclimsted for ezch of the hidden sietes. We have modified the trediticnsl hidgen Markev mocel (HMM) theoretical framework
(Rebiner, 1589) io aliow for point-process observables (i.e. spike-traing) end to be paremeterized by N2 linear fillers of the time-
varying stimulug (where N ie the number of stzleg) rether than sistic, conditional probability tebles, Specifically, ezch state is
sssociated with e own N filiers: N - 1 of these delermine the trensition retes from the current siste to the other siates, end the
remeining filter determines the firing rale for the current stste. This ieter filter is the canonical RF (glthough now there are N of
them, cre for each state), while the former filters are "RFs” for the siste dyrarmics, & new concept in sensoty neurcphysiciogy. The
actugl trancition and firing rates are the recult of nonlinear transformations of the dot-products of the fiters and the stimulus {i.e. as
in LNP models). Stimuius-depencent transition retes sre required lo ensure thet the neuron can be prempted by the stimulus to
enler & pericular sisle needed 10 respond to & festure of the stimulus, The filiers sre leamed using expeciation-maximization
{(EM)—specitically the fsum-Weich slgorithm—to maximize the log-liketihood a& with traditional HMMs, Assuming the
ronlinearties used in the model conierm 10 & ceriain cless of functions (Feninski, 2004}, the M-step of EM is conceve in the
peremeter space with @ unique sclution essily found via gradient escent. We show the resulis of treining from & number of
simuteted spike-train end slimulus pairs. The linser hilters secovered by cur gigorithm nicely meich the fillers used 1o generate the
data. ~*Reterences: Faninski, L. (2004). Maximum likelihood cetimetion of sagcede point-process neural encoding models.
Network: Computztion in Neursl Systems, 16243262, Rebiner, L. (1888). A tutorisl on bicden markov models snd selected
epplicetions in speech recogrilion. Proceedings of the IEEE, 77:257-286.




Kilian Koepsell
UC Berkeley
Fetinal cscillations carry visual information to cortex

Neurcimaging with FET =nd MRI have shown that ongoing sciivity in the resting brain eccounts for meore than 80% of energy
coneumption in the brain. The function of cngoing activity, which is cfien oscillztory, is one of the big mysteries in Neuroscience,
Herg we feport the discovery of an informztion channel that i medicled by ongoing csciligtions znd can be used to fransmit
informztion from the eye i¢ the prain, Specifically, retinel cecillations provide & previcusly unknown independent second channel of
information using 2 form of multiplexing similsr to methods used in technical communication eystems: The twa different channets
are gesigned o seperele frequency bends of the spike train of single relay cells in the thalamic leteral nucleus. We were eble o
unmesk this novel chennel by combing experiment, model end theory. First, we used whole cell recording in vivo to gain direct
secess to the precise timing of both retinel inputs (EFSPg) and thalemic spikes during the presentation of natural movies. Second,
we developed new methods 1o detect intraceliviar events end 10 quantify the information caried in spike timings with respect to
cneoing activity. Third, we cevised & model of the thelamic relsy cell that reproduced the experimental findings, Freviously, we
showed that much of the varence in responses of thelamic relay celis to repeeted stimuli could te explained by intrinsic retinal
ceciiletions that are not time-locked 1o the stimulus. Specifically, we feund that spike letencies with respect1o the stimulus were far
more varizble than spike timing with respect to retinal EFEPs, which showed millisecond ficelity. Here we explored how the
stimulus and the intringic cscillations influence spike timing by buiicing & mulliplicative model of the reley cell. The model described
spiking by & point process where the density ie given by the product of two functions. One is the vsual stimulus transfer functien,
i€., the low-pessed convolution between visual input =nd the receptive field. The second furction represented the impact of
intrinsic retinal osciliations its pericdicity and phege were cetermined from recent gynapiic input. The Cegree ic which thatemic
zctivity phese-locked to the retinal ceciletions was described by & von Mices distribution whose two perameters were tailored for
each celi. The model wes eble to reproduce expenmentzliy megsured spiking slatistics anc information rates end thus reveeled &
muttiplicative scheme for shalemic spike traing to generste dual channels for vieual information to reach cortex. It is likely that the
two channels trernismit difterent types of informetion gownetlresm. Stimulue-locked coding is sulted to provide information ebout
local petierns that fall on individue! receplive fields, By contrast, oscilistion-besed coding, which is produced by spatiglly distributed
retinal networks, could provice informetion bout global contexl. Thue, beginning &l the sensory periphery, the code formed by
neursl spike treing can be parsed into parzllet sireams that communicete complementary informeation sbout local detail end the big
picture. Recent experiments in frog suppor the prediction thet cscillstione convey such contextusl informetion.

Stephanie Palmer
Princeton University
Fredictive information in simulteaneously recorded retinal ganglion cells
SE Faimer, MJ Berry end W Bislek Frinceton University

Making predictions ie imponant, and difficult. To explore the probiem of predicticnin & trecisbie context, we consider the responses
of muliple {simullanecusly recored) retingl ganglion cells 16 & relural movie. We divide time inle slces of durstion dt such that
each cell produces ZeTo OF CRe spike; the signal trensmitted 1o the brain in esch slice ig, thug, 2 binary word; we consider the
probiem using one binary worg &t time t {0 predici the next word at time 1+ dt. For emaell groups of celis, we can estimate this
predictive informetion sccurately given ressoneble date sets. wWe then imagine & "neuron” that receives these inputs, and gives as
cutput & single bH (spike or no spike). Can this output capture the sveileble predictive informetion? What is the structure of the
slgorithm that maps inpute fo prediciive outputs? For four celis, we C&n semple &l possible deterministic input/output rules for
converling inpul responses into & binary cutput. We find that the best rules ¢an caplure more than 95% of the predictive
information in the input firng. Ruies which capture such 8 large percentege of the predictive informetion also retzin & large amount
of etimutus information, s¢ that solving the unsupervised probiem of prediction would sllow the brain to identify combinations of
inpute which ere especially informztive zbout the visual world, These best rules cen be reliebly earned by & perceplron model,
meaning that inctaniiating such & coding of predictive information in the brain might be biclogically plausible.

Greg Schwartz
Frinceton University
Synchronized Firing among Retinal Genglion Cells Signals Mation Reversal
Greg Schwariz, SemTaylor, Ciark Fisher, Rob Harrig, and Michael J. Benry Il

in crder to make coorgingted movements, the brain must compensate both for delays in the firing of neurcns end for delays in the
movement of limbs to thelr intended iccation. The only way 16 compensate tor such delays iz 10 use &n obiect's past trejectory 10
predict its future loeation. Such prediction is likely 1o fzil, however, when there is & molion discontinuity. Thus, it is imporignt for the
brein both o make predictions about the future locetion of & moving obiect as well &8¢ recognize when those predictions are wrong.
Here, we show that these sorms of processing begin in the retina. When an object moves =t conctant velocity, the retina anticipates
its location. such that ganglion cells fire early end coriect for their own iztency. But when an chject suddenly reverses its direction
of motion, & lerge popuistion of gangion celic fire & synchronous burst of spikes. Thie synchiony lebels the firing petiern as &
dictinct neural event end can be essily recognized by the Lrzin, We present 2 decoding strategy for distinguishing this special
veversal response from other ganglion cell firing events.



Acnan Teng
Indizana University, Bloemington
A second-order maximum entropy model predicts correlated network states,

but not their evolution over time
Aonan Tangt, Devid Jacksond, Jon Hobbs1, Wei Chent, Jodi L. £mith3, Hema Fateld, John M. Beggs1 1indisna University
Cepariment of Fhysicg, ZBrown University, 3indizna University Furdue University Medical School

Highly correleled network stetes are ofier seen in mulielectrode ceta, yet are predicled to be rare by independent models. What
cen sccount for the sbundance of these multi-neuron firing patierns? Recent work [1, 2] has shown thet #t is possible to predict over
o0% of highly corelated network slates, even when comelstions between neuron pairs are weak. To make these predictions, both
groups used & maximum entropy model that fit only the firing rates and the pairwise correlzlions (& second-order maximum entropy
model}, end which wes maximally uncommitted zbout ail other mode! features. This new work 1zises several questions. First, how
general are these results? Both previcus repons largely used retingl deta. Could this maximum eniropy spproach also succeed
when spplied to cortical clices? Atthough the original model explained correigtions among spikes, could it also be used fo explain
ihe ebuncance of corelated slates of local field potentials (LFP&)? A second issue concermns the sbundance of correleted stales
over time, Cah & second-order maximum enliopy model predict sequences of corelated sletes? To examine the generality of this
epprosch, we applied & cecond-croer maximum entropy model 1o 2 veriely of in vitro cortical netwerks, including acute slices from
rat (¢ = %) end hurmen epiieptic ticsue {n = 1), a5 well as orge notypic (n = 3) and cissocisted cuttures (n = 3) from rat. We explored
ite eflectivenese in predicting corglgled steles of both epikes end LFPe &t one time point. On average, the medel accounted for 90
1 6% (mean + 5.d.) of the sveilable muli-intormation, in good agreemernt with previous studies. In el ceses, the maximum entropy
model significantly outperformed an independent model, gemonstreting ite efectiveness in explaining correlzted sietes in cortical
spikes and LFFs &t one time point. We also explored how well the maximum entropy model predicted sequences of correlated
cistes over ime. Here, the model ofien failed to account for the observed sequence lengthe. In /10 preparations, the distribution
of observed sequences wes significantly longer (p &#EEC4: 0.003). We conclude that & second-croer meximum entropy model can
predict conelated states, bul not their evolution cver time. This suggests thal higher-orcers miaximum entrepy modeis incorporeting
temporal interactions will be needed to account for the seguences of cotrelzted sletes that are ofien observed in the data.
Acknowledgments Thie work was cupporied by NSF grant number 0343636 10 JMB. References [1] Weak peirwise cofrelations
imply strongly corelated network stetes in @ nmeural poputstion. £ Schineidman, MJ Berry, K Segev end W Bislek, Neture
440{7087)1007-1012, April &, 2006, [2] The structure of multi-neuron firing petierns in primete reting, J Shiens, GD Field, JL
Gazuthier, MI Grivich D Fetrusca, A Sher, AM Litke =nd EJ Chichiinisky, J Neuroscience 2B{32):8254-8266.

llya Nemenmean
LANL
Neural coding of a natural stimulus ensemble: Uricovering information at sub—millisecond resclution
lliye Nemenman, Gecofirey Lewen, william Eizlek, Rob de Ruyter van Steveninck

Cur knowledge of the sensory wond is encoded by neurons in sequences of giscrete, identical puises termed action potentials or
epikes. There is persisient controversy ebout the extent to which the precise timing of these spikes is relevant te the function of the
prain. We revisit this issue, using the malion—sensitive neurons of the fiy visual system at & test cese. New experimential methods
sliow ue 16 deliver more nearly natural vieuzl stimull, comparable 1o those which flies encourier in free, scrobatic fiight, and new
riethe matical methode aliow us to drew more relisble conclusions sbout the information content of neural responses even when
the set of poesible Tesponses is very large. We find that sigrificant amounts of visue! information are represented by details of the
spike train &t millisecond and sub—-millieecond precision, even though the sensory input hes & comelation time of $isim 60\{im
miei§; different petierns of spike fiming represent distinet motion Ugjecleries, and the gbsolute timing of spikes points to perticular
festures of these trajectories with high precision. Under these neturelistic condiions, .the syslem continues to transmit more
imormation at higher photon fiux, even though ingividual pholcrecepiors are counting more than one million photons per second,
and removes regungancy in the stimuius to generate & more efficient neursi code.




Florin Chirila
University of West Virginia, School of Medicine

Development of Temporal Deleyed Sensitivity in MSO Neurons
Fiorin V. Chirile1,2, Kevin C. Rowlend1,3, Jesse M. Thempson1,3, and George A. Spirout 2.2 Sensory Neurogcience Research
Centert Depariments of Ctolaryngologyz, Physiciogy and Pharmacoiogy3 FO Box 6303, West Virginia University School of
KMedicine Morgantown, VW 26506-8303

interaural temporal delay (ITD) is &n imporiant cue for sound 1czlization, first encoded in mammaels by neurons of the medial
superior olive (MSO}, The sencitivity of MSO neurons 10 difierences of tens of microseconds in TD derives in part from the
development of ionic conductances and timing of the excitatory and inhibitory inputs. The msturational sequence of physiclogical
end anetomical characterislice that lead 10 adult-like 11D censitivity zre littie stucdied, especizlly in relationship to the onset of
zuditory experience. Using brain slices maintainec at physiclogical temperature, we revesl that MSO neurons are sensitive to small
temporzl delaye, TD=<1.5 M8, by the onset of hearing &t P10 for excitetory stimuli of 6-10 me, Development of membrane properlies
cuch a5 relative increase of input conductance, zction potential smplitude, spike threchold, and max dVidt is described by &
Bernoulli (logistic) type gynamic dwdi=bx(1-x}. Anastormical end synaplic properies cuch =8 dendritic length, number of twigs per
cell, fractal dimension, and durstion of inhibiory posteynaplic polentizls {IFSP's) foliow the same logistic lew. Three key
cevelopmental points, F10, F13, snd P16 where observed in the trensition to adult-like properties. Temporal delay sensitivity is
guaeniified by the siope of TD curves (prebability of spiking versus D). TD sensitivity increases with zge and with the decreese in
curetion of EFEC's. The discriminability of temporally delayed stimuli is measured by just roticeeble difference (JND) and shows
an improvement with age. The effect of eveked inhibition on 1D sensitivity was &lso studied. A range of relative onset times less
than t ms yieided responses showing sensitivity 1o temporal delay (JND<100 ms). We propose thet shaping of excitatory circuitry
to meciste TD can begin befure many znimzls are able to delect airbome sound, end that inhibitory inputs having suboptimal
neural gelays can be pruned by cellular mechenisms activated by sensitivity to ITD.

Michael Ham
University of North Texas :
Comparison of stimulation efficacy in vilrc using naturally and ariificially generated patterns

We investigate network-netwerk interaction using sponteneously sctive nevronal encembles derived from dissociated embrycnic
central nervous system tissue that self zssembles in vitrc on microelecirode arays. Eech network, which develops without external
ctimulation, displays unigue petiems and levels of spontenecus electrophysiclogical sctivity, This study focuses on how such
networks interact when electrically coupled fo each other. As & Brst etep in this direction, we tested whether electrically stimuleted
terget networks are more responsive to naturelly of srificielly generated patierns, Nstural stimuistion patterns, from the cutput
sctivity of & single representative neuron in & ariver network, stimuieled the terget network via single or multiple inpute. Our findings
chow singie &nd mulli input artificial stimulation end single input netural stimulation ceuse momentary devistions in activity without
major long-term chianges, However, preliminary daia on multi-site stimulation with duplicete netural input patiemns suggests that
fgrget networks are grestly influenced during cimulstion &s evident by petiemn syrichrorization. Removal of the input stimulus
czused terget network pursting and moest gpike sciivity 10 cease for ceveral minutes before nslive pattems couid resume, We
hypothesize that networks in culture, which heve ne overt input &nd output sTUCIUTES, require multi -gite stimulation to induce leng
term changes. Ve hope information obtained by this approach wili be useful to designing favorable stimulation patierns. Further,
we enticipsie that basic stralegies for optimal network-network intersction may emerge from such studies.

Joseph Jun
. Princeton University
Development of neural circuitry for precise femporal SEGUENCES through spontanecus activity,
axon remodeling, and synaptic plesticity

Frecisely timed spike SeQUENCES 2l€ oheerved in many brain s7eas, including songbiré premotor nucleus, cat visugl cortex, and
primete motor corex. Bow neurons are wired into networks that produce such sequences is not understood. Here we propcse 2
computational model of the cevelopment of neural circuitry for precise temporal sequences through spike-time depencent plesticity
of synapees, sng axon remodeiing triggered by the jormetion of strong synapses. Driven by an external inpui that intermittently
sctiveies & subset of neurons and by the spontanecus aolivity, & feedforward chein network graduglly emerges through a recruiting
process, in which neurons connect to the tail of the chain starled by ihe subcet. The netwerk topology is essentially that of a synfire
chain, which can suppont slebie propegation of & precisely timed spike sequence thicugh the teectorward connections. The model
is robust to varying paremeters, a8 well e natural events like neurcnal turnover and maseive lesions.



Claf H.-U. Schroeder
NeurcFroof GmbH
Dynamics of Neuronal Microcircuits — Recent Empirical Observations
Olaf H -U. Schradert, Alexandra Gramowski1,2, Konstantin Jigelt1,2, Dieter & Weice? 1 NeuroFroof GmbH, F. Barnewitz St. 4,
18418 Rostock, Germany 2 University of Rostock, Dept. of Biclegical Sciences, Cell Biclogy and Biosystems Technology, 16051
Restock, Germany

During the lest three cecades neuronal networks from dissocisted embryenic brain celie grown in culture on microelectrode arrays
were studied extensively. These self organized networks reveal verious interesting festwres such &g spontaneous, and brain
region-specific activity patiermns as well &5 & wide range of specific distinguishable cpike trein responses following exposure 1o
chemicaie. Up to this cay the cifierent ectivity patierns cannot be mcdelied with sufficient accuracy. Mere we discuss & variety of
efiecis which sre difficult o expigin but ere in our opinicn crucial for the understanding of burst phenomena and dynamic sletes of
neuronal networks. The activity patiemns of neuronal networks recorded with microelecirode arrays shew & rich burst structure
which ie significantly and reproducibly influenced by trestment with neuroactive drugs (Gramowski et &l 2004, 2006). We studied
the therspeutic drugs Diszepam znd Clonezepam, two structurslly very similar agoniste ecting as allosteric modujators &t the
benzodizzepine binding site of the GABA-A receplor. However, Digzepam is acting via two difierent binding sites on this receptor
while Clongzepam does not show this behaviour. The two binding sites of Diszepem ciffes in & gamme-subunit conformation of the
GABA-A receplor zssocizied chioride channel. Diszepam end Clonzzepem have a wide gyrzmic range over 6 orders of
mizgniudes frem 10-10 10 10-4 M. A delaiied description of the network sctivity stetes was performed by 200 parameters derived
from the spike and burst peflerns and their degrees of regularnity and synchronicity. While the spike rate is decreasing with

incressing concentrations for poth compounds, we found tome parameters describing the burst structure, the burst amplitude, the

curation of the buret plateau end others which showed biphasic concenfretion-responsé-CUNVES with turns in their course from
decrease to increase for higher Diazepam but not for Clonezepam concentretions. This correlzies well with findings of Walers et al
{2000), thet Diszepam has & second binding site in the micromotar concentration renge. New computetional models have to refiect
the complex variety of significent maolecuiar mechanisms ceusing the ectivity chenges of neurenal networks, Successful modelling
of this behaviour would be helpful 1o understand such complex phenomena. Our fulure work will be simed at two topics. + By
hypothesis, mechanisme which control burst generation by difiererd conformations of receptore should be modelied. More work
should be done to uncover similar effects in the model systern of microelectroge arreye with neuronal netwerk cultures. in contrast
to inverient burst types different excitement sistes need to be described for the different burst structures by dynamic systems
(izhikevich 1668) in order ¢ betier explein the nature of burst generating, Gramowski, A, Jugel, K., Weiss, D.G., Gross, G.W.:
Substznce identification by guantilative charscterizetion of oscilizlory ectivity in murine spinal cord networks on microelectrode
arrays. Eur J Neurosci, 16 281E-2825 {2004) Gramowski, A, Jigelt, K., Stiwe, S., Schulze, R., McGregor, G.P., Warenberg-
Demand, A., Loock., J., Schroder, 0., Weies, D.G.: Functional Screening of Treditionzl Antidepressents with Primary Cortical
Networks grown on Multielectrode Neurochipe. Eur J Neurosci, 24: 485465 (Z00B) Izhikevich EM: Wegkly pulse-coupled
oscillztors. FM interactions, synchronisstion, ane oscillstory sescciative Memory, iEEE Transactions on neural networks, 10: 508-
526 (1868) Wetters RJ, Hadley SH, Morrie KD, Amin J: Benzociazepines act on GABAA Teceptors vie two distinct and separable

b

mechanisms. Neture Neurosci 3 1274-1281 (2000) Santa Fe 2007

Nzchum Ulanovsky
University of Maryland
The comparstive chalienge 16 neural computeation, end the need (o find ecross-species invariants:
& case study of hippocampal activity in fre ely-moving echolocating bats

Neurs! activity end functional brain crgenizetion may giffer between species: prominent examples include the leck of orientstion
columns in the visual coriex of rodents versus the columnar structure in cets and primates, end the seemingly-different
computstions performed by birds and memmals for scund locglization. A central chellenge for neural computation is 1o find the
underlying principles, of invariants’ of nevral coding, that couid expizin the tunction of & particular brain region across species - or
at least scross the mammelian species, Here 1 will etlempt such an ecrosg-species expiznztion of neural activity in mammalian
hippocampus, by presenting deta on hippocampal activity in freely-moving echolocating bats, and comparing it to rodents &nd
primates, The hippocampus is & brein region crucial for episodic and epetial memory. in freely-moving rodents, hippocampal
pyramidal neurons exhibit epatisliy-selective firing when the snimal pesses thiough & neuron's ‘place field’, and theta oscilistion is
continuously present during iocomotion. In primate hippoCampusg, $GMeE ctudies have found place cells, whereas others reported
‘spetial-view celis’ that are =ctive when the animatl is locking at & centain lccation in the foorm; thete osciliation in primates is weak
snd ofien intermitient. Here we eddressed these reporied differences between rodent and primate hippocampus by studying
hippocampal activity in another memmazlizn epecies — the echolocating bat, Eptesicus fusces, We found place cells in hippocampal
area CA1 of the bat that were as comman, a8 elzble and as spatially-selective zs the place-cells of rodents. We zlso foeund spatial-
view cefle, and are currently examining the relations between these two types of celis. However, uniike in rodents, theta osciliation
occurred only when the bats explored the environment withou locometing, using distal sensing through echolocetion. Funhermore,
theta was not continuous but occurred in short bouts. The intermitient nature of thets suggests that in bats ~ and possibly in other
mammzle, such as primetes ~ there may be need to reconsider models of hippocampal function that rely explicitly on continuous
theta. Our data suppor the hypothesis that thets oscillation in mammakian hippocampus is involved in sequence learning and
hence, theta power should increase with sensory-input rate - which explains why theta power correlates with running speed in
rodents and with echelocation call rate in bats.




Rhonda Dzakpasu
University of Michigan
Causal Entropy as a Measure of Temporal Relationships and Direction of
Information Transfer in Neural Systems

There are billions of neurons in the brain, each of which participetes in the execution of verious funclions. How does the brain
orgenize the operations of these fundamental unils? What relztionships exist, on & temporal tcale, between neurons? Is there an
ordering between the temporal petterns of neurcns? In order 1o begin to eddiess these quecstions, we have developed & novel
snalylical tool thal measures emporal interdependencies between coupled neurons. The technique involves the real time
moniloring of inter-event intervels between the coupled neurons. We demonstraie the fessibiiity of the measure on @ mathematical
model consisting of two, coupled non-identical Hindmarsh~Rose models of thalamo-coriical neurons. We show that the measure
may be better than more conventional methods at detecting changes in agymmetricel temporal petiemns. Finally, we dermnonstrate
how the fechnigue can be modified 1o study networks of coupled neurons end discuss the zpplicetion of the messure in the

analysis of experimental deta.

Robert Haslinger
Harvard-Martinos Imaging Center
The Computational Structure of Spike Trains

Neurons are computational devices, but identifying the computations they carry out has preved difficult, not least becsuse synaptic -
inputs are generelly unknown. Here we present a practical, theoretically-grounded method for inferring the compuiational structure
of 3 neurcn from s cutput spiking activity, which is directly observable. We show that the expecied atgorithmic information content
of a spike train can be split into three parts: (1) @ minimal suficient ctetistic describing the time-inveriant structure of the spike
generaling process, (2) & minimal description of the part of the history of the spike train refevant 1o its future and (3) a residual pure
noise term. Our minimal sufficent statistic tzkes the form of a Causal State Model (CSM), essentially an optimelly-predictive hidden
Markov model. These CSM's are zutomatically genersted from the cata, meking only mild regularily assumptions, via the Causal
State Splitting Reconetruction (CSSR) algorithm. From the CSM we can objectively guantify the number of bits needed to describe
both the complexity (structure) and the randomness of the spiking process a8 & whoie, a8 well as their variation over time. We
demonstrate these methods using both simulated spike trains end experimental data recorded in rat barrel cortex during vibrissa
stimulation. The method presented here complements more traditional gpike train analyses by describing the computetional
structure of epike trains, information which has previously been unaveilable.

Christopher Honey
indiana University, Bloomington
The Network Structure of Cerebral Cortex Influences Functional Connectivity Fatterns
on Multiple Time Scales '

in the cerebral corlex, complex pattens of neural activity are observed in the sbsence of any extemnal input. These spontaneous
fluctuations are organized into anticorrelated functional networks whose transient sctivation hes been linked to aitentional
processes. Here wg Use a forward modeling approsch in an attempt 1o relete the functional features of cortical dynamics io the
etructural features of the anatomical network on which they unfold. We simulate nonlinear neuronal dynamics on a network that
captures the large-scale interregional connections of a large part of macague neocorex, and apply information theoretic and
wavelet analysis 1o consiruct corresponding functional networks, Functional networks recovered from long windows of neural
activity (minutes) exhibit significant overlap with undertying structural networks. As @ result, hubs in these "slow” functional
networks largely correspond o hubs in structural networks. However, the seguence of functional networks recovered from
consecutive shorier time windows {seconds) exhibits fctustions in topolegy and the functional centrality of individual nodes thus
varies across time. These fluctuation occur in & coordinated manner that reveals two anticorrelated functional clusters which are in
turn linked by prefrontal end parietal regions thal are known to be hubs in the underlying structural network. At an even finer time
scale (hundred of milliseconds), we detect individual episodes of interregional synchronization, ang we are able to relste the
clatistics of these brief synchronous episodes to the patterns of information flow cheerved on slower time scales.



James Rebesco
Northwestern University
Analysis of functional connectivity in large-scale network models

I M. Rebesco 1, S.A. Solla 1,2, end L E. Milter 11 Department of Physiology, Northwestern University, 2 Department of Physics
and Astrenomy, Northwestern University

Numerous methods exist in the literature for zssessing the functional connectivity of small networks of neurons. Among existing
principled methods, we focus on those besed on Granger causelity [1], maximum-likelihood estimates over stochastic spiking
processes [2], and nonlinear cptimizstion of deterministic epiking models [3]. Up io now, these methods have typically been
validated in application to very small networks of the order of ten neurons, where the activity of zll the neurons in the network is
monitored. In thie scenario, the aeclivity at every node in the network, as either @ continuos or & point process variable, provides
input to the zlgorithm that determines functional connectivity. This scenario is drastically different from rezlistic cortical recordings,
where the population of obsgerved neurcns, of O{100), is embedded in a much larger rietwork of unobservable units, of
O(10,000,000,000}. in the case of such @n extremely large number of missing veriables, a usetul slgerithm for the determination of
functional connectivity must account for the effects of the dynamicat activity of the underlying network. To investigate the ability of
verious functional connectivity elgorithms [1-3] to capture such effects, we have developed & model network of O(10,000) neurons.
The parameters of the network reflect the physiological literature on cortical networks. In this simulation environment we treat a
smsll number of neurons, O(10), as cbserveble units; the remzining neurons are nol observed, end they provide a background
sctivity. This environment gliows us 10 compare the effectiveness of the various functionat connectivity algorithms. The dynamical
equivalence of the "functional” and “real” networks is demonstreted through comparisons of the statistical properties of the spiking
activity of the observed neurons, both at the single neuron level (interspike interval statistics) and &l the level of pairs on neurans
(peirwise correlations). This type of systemaiic numerical experiments aliow us 0 refine the specification of effective connectivity in
a shustion that mimics the outcome of mullielectrode cortical recordings in awake, behaving animals. An additional aspect of
funclional connectivity in cortical networks is their ricnstationarity. One of our gosls is to refine the existing algorithms s0 as to
monitor changes in network configuration sesociated with switches among lzsks as well as with learning. References [1] Using
parlial directed coherence to describe neuronal ensemble interactions. Sameshima, K. and L.A. Baccala, Joumnal of Neuroscience
Methods ©4:93-103, 1898, [2] Analyzing functional connectivity using a network fikelihcod model of ensemble neural spiking
activity. M. Okatan, M.A. Wilson, =nd E.N. Brown, Neural Computetion 17:1827-1961, 2005. {3] A method for determining neural
connectivity end inferring the underiying network dynamics using extracelivlar spike recordings. V.A. Makarov, F. Panetsos, and O.
de Feo, Journal of Neurcscience Methods 144:265-276, 2005.

Luis Bettencourt
LANT, T7
Identification and dynamics of furictional cell modules in dissocisted neural networks

informetion processing end memory in neural systems are collective properties of networks of neurons involving groups of cells
that iogether constitute funicticna! modules. These modules may be orgenized as partially redundant circuits involved in short term
memory, of may cembine information from other cells to generate new functional output. We use concepts of information theory
and time series analysis applied o spike trains from dissociated networks of neurons living in vitro, grown over microelectrode
armays, to identify groups of celle that together form such functional groups. Such ensembles are identified via the measurement of
specific ranges of the difference between their cells’ multi-information to the information of the their joint state conditional on the
siate of extra units. These differences can be used to explicitly distinguish cell groups associated with short time memory circuits
or instead connected with (logical) information processing. ldentified structures &re further characterized in terms of specific
furclional relations among cells and the dynamics of these circuits is studied over fime. This analysis showns that dissocieted

corical networks exhibit large numbers of modules sssocisted with information relay, which are stabie cver our recording times

(many hours). We also show that modules associeted with simple fogical functions are present in living culiureds neural networks,
although in fewet numbers.




Stephanie Jones :
MGH Martinos Center For Biomedical Imaging
Neural Correlates of Tactile Detection: Combined MEGand Biophysically Based

Computational Modeling Study
S.R. Jones1, D. L. Prischeti2, 5. M. Stufflebeamt, M. Hamslzinent, C. 1L Moorel,2 1Athinouia A. Martinos Center for Biomedical
Imeging, Mass. General Hospital, Charlestown, MA, SMcGovern Insiitute, MIT, Cambridge, MA.

Cortical correlates of sensory perception have typically been observed in higher order cortical areas, while there are confiicting
reports as to thelt presence in primary sensory corex. To invesiigate the coriical correlates of somatosensory perception in
humans, we conducted studies of tzctile detection using MEG. To this end, we developed an MEG compatible piezoelectric tactile
etimulator with real time reguistion of stimulus amplitude &s a function of psychophysical response. We recorded 306-channel MEG
signals (Elekta NeuroMag VeclorView) and extracted somatosensory evoked dipoles by combining MEG with structural MR
images. A stimulus-leve! dependent equivalent current dipole (ECD} in the hand zrea of Sl was observed in all subjects. Perception
of the threshold level stimuli was predicted from ongoing ‘state’ propetties and from post-stimulus evoked responses in SL
Perceived irisls at threshold showed lower power in alpha (7-12Hz) andfor bela frequency bands {15-35Hz) in the signal
immedietely prior to stimulus onset (-50Cms to onset; N = &/7 gs). In the evaked response, the magnitude and timing of peaks in
the early S! ECD waveform predicted perception a8 early as 70ms post-stimuius (N = 7/7). To make a direct and principled
connection between the observed phenomena end the underlying neural dynamics, we developed a biophysically restistic
computational neural model of & laminar S coriex. The model incorporated the dendritic morphology and physiolegy of large
pyramidal neurons known to be the primary generators of MEG ECDs. Results from the model led 10 the novel hypothesis that
polarity and magnituce ‘of peeks in the evoked St ECD were induced by & sequence of feec-forward (from the periphery and
jhalamus) and feedback (from a “higher order” cortical area) input into the local Si network, characterized by the laminar location of
their synaptic inputs. Further, specific manipulations of these inputs led to predictions on the neural dynamics underlying conscious
perception. The observed signatures of perception in the Sl ECD were reproduced in the model by simulating feedback and Iate
thelamic inputs with earlier latencies anc stronger magnitudes during perceived trials. An investigation with the model of ongoing
state dynamics and their relation to evoked responses and perception is currently in progress. Taken together, our TESUls suggest
that evidence of conscious perception exist in 5! both in the ongoing state dynamics and in the evoked response, and that these
efiects can be investigated using bicphysically realistic computational cortical modeling. This work was supported by NiH:
Ko5MHOT2841, 1RO1-NS045130-01, T32 GM0O07484. NSF: 0316933

Krastan Blagoev
LANL, T10

Stimulus induced changes in the intra-cortical magnetic field: theory and detection using MR spectroscopy
Krzsian B, Blagoev, B. Mihaila, B... Travis, D. Ranken, A. Franco, C. Gasparovic, A. Mayer, P. Mutllins, 1. Ulbert, M. Morita, W.
Malier, J. Conneor, E. Halgren

An imaging modality with the tomographic precision of magnetic resonance imaging (MR1) and the high temporal resclution of
clectrophysiciogical techniques, such as electre-encephalography (EEG) and megnielc-encephatography (MEG), would be of great
utility to neurcscience and medicine, aliowing researchers and clinicians to directly map the changes in the neuronal dynamics
associsied with a given stimutus, Currently, the predominant MR technigue to study brain function, functional MR (MR}, provides
only an indirect measure of the neuronal {eiectmphysialogical) respense and is Emited in temporal resolution to several seconds.
While electrophysiological techniques such as electro- and magneto-encephalography (EEG/MEG) have superb temporal
resolution, the spatial iocalization of these technigues cyuffer from an il-posed inverse problem. In this postet, based on large-scale
computer simuistions, the stimulus induced magnetic field changes that occur in cortical tissue will be discussed. The expected
contrast that can be detected using magnetic resonance technigues will also be presented. The roodels are based on delailed data
from optical imeging. Recent single voxel MR spectroscopy (MRS) data atl 4T suggesting that MR spectroscopy is a promising
technique for direct detection of neuronal currents in cortical tissue will be shown, At the end a geometric analysis approach to
whole brain imaging using MRS willbe presented.



John George
LANL, P21
[ ateral Interactions in Outer Retina Disclosed by High Resolution Dynamic Optical Imaging
of Neural Activation
John S. George and Xin-cheng Yao

We have recently demonstrated the feasibility of dynamic near-infrared imaging of fast intrinsic optical changes directly associated
with the electrophysiological response in iscleted frog retina activated by visible light. High Resolution CCD image sequences
acquired with transmitied light (bright field) iliumination disclosed large fractional responses and showed evidence of multiple
response components with both negative and positive-going signals with different limecourses, Dark field imaging further
enhanced the contrast and sensitivity of optical measures of neural activation. High resolution imaging disciosed optical responses
in single pixels often exceeding 5%, of background light, allowing dynamic imaging at the resolution of single cells, in single
passes. Based on cell location and response dynamics (including correspondence with ideniified components of the ERG), we
identified responses consislent with photoreceptors, horizontal and bipolar cells. Some cells were classified according to functional
criteria, including ON, OFF and ON/OFF responses. Optical responses showed complex but consistent spatiotemporal dynamics
from frame to frame and trial to trial. Foliowing photoreceplor activation we observed a rapid diffuse response of opposite polarity
in the surrounding retina, distant regions of punctate activity and development of an enhanced response associated with the
perimeter of the stimulated region. Our experimental results and theoretical analysis suggest that the optical responses may result
from dynamic volume changes corresponding to ion and water fiow across the cell membrane, Transient intrinsic optical
~ responses associated with neural sctivation offer an attractive strategy for studying the computation performed by extended neural
networks such as the retina. Our studies and theoretical ansiysis of optical responées in other neural systems suggest that such
fast light opfical responses can be detected with high sensitivity in reflecled light and therefore might enable non-invasive
methodology for diagnostic imaging of retinal function.

H. Jeremy Bockhoit
MIND
The MIND Clinical Imaging Consortium &s a case study for novel neuroinformatics tools to support
multi-institutional heterogeneous psychiatric research studies
H. Bockholt1, J. Ling1, M. Scully?, V. A. Magnotta3, . L. Gollub2, T. White4, S. C. Schulz4, N. C. Andreasend, INSTITUTIONS
(ALL): 1. The MIND institute, Albuguergue, NM, USA. 2. Massachusetts General Hospital, Beston, MA, USA. 3. The University of
lowa, lowa City, 1A, USA. 4. The University of Minnesota, Minneapolis, MN, USA.

The MIND Clinical Imaging Consortium (MCIC) was founded in 2003 as a collaboration among four university research groups
engaged in multi-site psychialric research: The University of Minnesota, The University of New Mexico, The University of lowa, and
Harvard University. The psychiatric research domains utilized in the MCIC research protocol include: socio-derncgraphic
sssessments, comprehensive neurclogical and psychiatric zscessments, & neuropsychalogical battery, genetic sample, an
anatomical neurcimaging session that collects morphological and diffusion weighted sequences, and a functional neuroimaging
session that collects calibration information and two cogritive tasks conditions. The design of the MCIC study includes two
connected sub-studies: a ¢ross-sectional component, and a longitudinal component. The crose-sectional component of the protocol
evaluates chronically ill patients with schizophrenia and matched healthy normal volunieers (HNV)s. The longitudinal component of
the MCIC evaluates first episode patients with schizophrenia compared to a maiched group of HNVs, Neuroinformatics is a hybrid
of neurcscience and computer science disciplines whose major goal is to efficiently manage, manipulate, and provide access to the
vast amounts of data produced in neurcscience studies. A comprehensive set of requirements and neurcinformatics tools including
& research dalabase, web-bzsed data-entry, tablel-pc application, and a collaboration portal have been developed and
implemented to support the needs of the MCIC project. The sclution to efficiently, manage, manipulate, and provide access o vast
amounts of data is 1o apply besl practices learned from other disciplines that engage in multi-center projects, create a team of
people representing all sites and facets of the research, understand and identify the requirements of tools needed, and collaborate
with other members in the community that have simiar problems. The neurcinformatics tools implemented and tested for
conducting the MCIC project can serve as a generic solution of how to meet the demanding needs of large multi-center psychiatric
research projects that integrate heterogenecus data sources.




Wolfgang Miiller
University of New Mexico
Dynamics of vesicle turnover in mature presynaptic terminals in acute brain slice

Vesicular release and vesicle pool replenishment are basic mechanisms in the maintenance of synaptic transmission. In primary
neuronal culture a readily releasable and rapidly recycling pool (RRP) rapidly exchanges with the reserve pool while we find very
slow exchange in brain slice. This discrepancy suggests fundamenial differences for synapses that have formed in culture and
appear to be immature, in comparison to mature synapses in acute brain slices. Further, in dissociated cultures miniature
postsynaptic potentials seem to result from sponteneous recycling of a separate pool of vesicles (SRP). Using two-photon laser-
scan microscopy (TPLSM) in brain stice to image staining (vesicular uptake} and deslaining {(vesicular release) of the styry! dye FM
1-43 for action potential (AP)-independent spontanecus recycling, action potential-dependent recycling with electrical stimulation
(1200 AP @ 10 Hz, 2 sec each 4 sec) and lotal pool recycling with 45 mM K+-ACSF we demonstrate separate pools of vesicles in
hippocampal slice CA1 stralum radistum: an RRP with about 18 %, an SRP of 51% and a reserve pool of 31% of total pool. Slow
and fast AP-dependent destaining kinetics afler joading the SRP or the RRP, respectively, suggest limited exchange between
these two pools. In all experiments spontaneous activity was blocked by the AMPA glutamate receplor antagonist CNQX. Activity
dependent synaptic plasticity is believed to underlie memory and leaming. Previously we have shown presynaptic RRP changes
after low-frequency stimulation-induced long-term depression {LTD) and high-frequency stimulation-induced potentiation (LTP)
(Stanton et al. 2003, 2005). When using & spike-timing induction protocol, LTP and LTD induction enhanced or decreased,
respectively, both, sponlaneous and stimulated endocytosis by synaptic boutons in stratum radiatum of area CA1. For memory and
learning cholinergic input from the basal forebrainfseptum to the hippocampus is known to be critically involved. Blocking
muscarinic receptors by atropine during spike-timing induction of LTD and LTP strongly inhibited LTD and LTP of field EPSPs,
respectively. Interestingly, atropine blocked presynaptic changes in AP-dependent RRP recycling, but not in spontanecus SRP
recycling. In conclusion, our results suggest novel roles of SRP and RRP recycling in synaptic information processing and storage.

Jeremy Lewi
Georgia Tech
An Efficient Algorithm for Sequential Optimal Design of Neurophysiology Experiments

We present an efficient algorithm for sejecting optimal stimuli for estimating the conditicnal response function of a neuron. Stimuli
are selected by optimizing an objective funclion which quantifies the expected reduction in uncertainty about the unknown
response function. Our objective function is based on mutual information and leads to an optimality criterion known as D-
optimality-Vcite{F edorov72}. Our implementation overcomes the computationa! hurdles of sequential optimal experimental design
in this sefting. Simulations show that using optimaily chosen stimuli can reduce the number of trials needed to estimate the
conditional response function by more than an order of magnitude. Our algorithm has three main components. 1) We model the
conditional response parametrically using General Linear Models (GLMs). This a very flexible nonlinear model which can capture
many firing rate statistics of a neuron. Furthermore, it is possible to incorporate effects such as adaptation, refractory periods, and
burstiness. We congider a restricted class of nonlinearities for the GLM which ensures the log-likelihood is concave
~\\cite{Paninski04}. Concavity of the likelihood improves the tractability of many of the necessary computations. 2) We approximate
the posterior distribution on the paramelers of the conditional response function as a Gaussian distribution. Asympfctically this
approximation is sccurate~Vcite{Paninski0b}. The normal approximation makes it easier to update the estimated parameters and to
compute the mutual information. 3) We show that choosing the stimulus to maximize the mutual information requires at worst one
2-d optimization per trial. We present a number of simulations to demonstrate the potential utility and applicability of our algonthm
to neurcphysiclogy experiments. A theoretical and empirical analysis shows that the running time of our algorithm grows on
average as the square of the dimensionality. We compared the estimated parameters using stimuli drawn according to our
zlgorithm to the estimated parameters using L1LD stimuli drawn from a uniform distribution. These simulations looked at the
performance when: 1} the paramelers are very high dimensional 2) spike history effects are included and 3) the parameters are
non-staticnary. The validity of our Gaussian approximation is tested using Monte-Carlo metheds to measure the Kullback-leibler
distance to the true posterior. Finally we show ihat ssympiotically our uncerainty about the unknown parameters decreases at a
rate near that predicted by a theoretical analysis of the information maximizing approach.

John Pearson
LANL
The Principle of Corresponding States for Multimeric lon Channels

Anzlogous to van der Waals\' principle of corresponding states we show that the mean cpen and closed times {$Mau_0$ and
$\au_C¥) from IP3 receptors, Ryanodine receptors, and BK channels, when scaled by an estimate of the minimum mean open
time, 2l fall near a universal $Wau_C$ versus $iau_CF curve with $\Mau_C$ being a monctone decreasing function of $\au_03.
The existence of such curves is theoretically unexpecied since there is not usually a one o one relationship between Futau_C$
and $Wwau_0$ in the space of Markov models used to model jon channel gating. This similarity among diverse channels suggests
that it is a consequence of the one festure they all have in common: tetrameric structure. We propose an explanation based on
Markov models with identical independent subunits, deriving a universal $\Mau_C$ versus ghtau_O$% curve thal is largely
independent of the details of the gating kinetics. The universal curve containg no free perameiers, and {Wit predicts} a factor of two

variation in $Wau_QS for the IP_3 receptor in gocd agreement with experiment.



Thimo Rohlf
Santa Fe Institute
Topological seff-organization and critical dynamics of input-driven neural threshold networks

Based on a simple mode! of network self-crganization by local rewiring rules, we study topological evolution of input-driven neurai
threshold networks. In addition to the original (completely autonomous) system, a subset of network nodes is driven by stochastic
external signais with @ spiking rate $\rho_{in}§, that serves as a convenient new control parameter. Depending on this spiking rate,
we find a much faster convergence towards topotogical and dynamical criticality than in the original (undriven) model. In particular,
our extensive numerical simulations indicate that, at a critical driving rate $vho_{in}*c(N)$, networks become self-organized critical
even for finite numbers $N$ of nodes. Several dynamical order parameters exhibit pronounced power-law scaling, long-range
correlations and 1/ noise {including, e.g., the average neural activity on the whole network). Finally, we discuss possible
applications of this model to problems in two fields: control of neural activity in the brain, and the evolution of signal processing by
gene regulatory networks in biologicat cels.

Per Danzl
University of California Santa Barbara
Partial Phase Synchronization of Uncoupled Populations: An Application of Phase Reduction Methods

This poster outlines a model reduction method used to derive the phase response curve for condlictance-based neuron models.
We compare results for population-level dynamics of large populations of phase-reduced neuron modeis to fulldimensional
conductance-based models and show excelient correiation for biologically relevant stimulus magnitudes. We also present a novel

computational technique to estimate the phase of a conductance-based neuron model with high accuracy. We use the phase-

reduced models 1o enzhle the investigation of partiai phase gynchronization due nolse across a large parameter space.

Marc'Aurelio Ranzato
Courant Institute - New York University
Learning Sparse and Invariant Features Hierarchies

Understanding how the visual ‘cortex builds invariant represeniations is one of the most challenging problems in visual
neuroscience. The feed-forward, multi-stage Hubel and Wiesel architecture [1,2,3,4,5] stacks muttiple levels of alternating layers of
simple cells that perform feature extraction, and complex cells that pool together features of a given type within a local receptive
ficld. These computational models have been successfully applied to handwriting recognition [1,2], and generic object recognition
[4,5]. Learning features in existing models consists in handcrafiing the first layers and training the upper layers by recording
templates from the training set, which leads to inefficient representations [4,5], or in training the entire architecture supervised,
which requires large training sets [2.3]. We propose a fully unsupervised algorithm for leaming sparse and locally invariant features
at zlt levels. Each simple-cell layer is composed of multiple convolution fiters followed by a winner-take-all competition within a
jocal area, and a sigmoeid non-finearity. For training, gach simple-cell layer is coupled with a feed-back layer whose role is to
reconstruct the input of the simple-celt layer from its culput. These coupled layers gre trained simultaneously to minimize the
average Teconstruction error. The output of a simple-cell leyer can be seen &s 8 sparse overcomplete representation of its input.
The complex celis add the simple cell activities of one filtler within the area over which the winner-take-all operation is performed,
yielding representations that are invariant to small displacements of the input stimulus. The training procedure is similar to [6], but
the Tocal winner-take-all competition ensures that the representation is spalially sparse {and the complex-celi representation locally
invariant). The next stage of simple-cell and complex-cell layers is trained in an identicat fashion on the outputs of the first layer of
complex cells [7], resulting in higher level, more invariant representations, that are then fed to a supervised classifier, Such a
procedure yields 0.64% error on MNIST dataset (handwritten digits), and 54% average recognilion rate on the Caltech-101 dataset
(101 object categories, 30 trzining samples per category), demonsirating good performance even with few labeled training
samples. References {1] Neocognitron: A new algorithm for pattern recognition tolerant of deformations and shifts in position. K.
Fukushima, S. Miyake, Pattern Recognition 1982. 12] Gradient-Based Learning Applied to Document Recognition. Y. LeCun, L.
Bottou, Y. Bengio, P. Hafiner, IEEE 1998. [3] Learning Methods for Generic Object Recognition with Invariance to Pose and
Lighting, Y. LeCun, F.-J. Huang, CVPR 04. [4] Object Recognition with Features Inspired by Visual Corlex. 7. Serre, L. Wolf, T.
Poggio, CVPR 05. [5] Mulliclass Object Recognition with Sparse, Localized Features. J. Mutch, D. Lowe, CVPR 06. [6] Efficient
Learning of Sparse Representations with an Energy-Based Model. M. Ranzato, C. Poultney, S. Chopra, Y. LeCun, NIPS 06. [7]
Reducing the dimensionslity of data with neural networks. G.E. Hinton and R.R. Salakhutdinov, Science 06.




Dirk B. Walther
Beckman Institute, University of Ilinois at Urbana-Champaign
Modeling attention to proto-objects in natural scenes

Selective vieua! attention is believed to be responsitie for serializing visual information for recognizing one object at a time in a
complex scene, Bul how can we atiend to objects before they are recognized? In ccherence theory of visual cognition, so-called
proto-obiects form volatile units of visual information that can be accessed by selective attention and subsequently validated as
actual objects. | propose 8 biologically plausible model of forming and attending to proto-objects in natural scenes. | demonstrate
that the suggested model can enable a model of object recognition in cortex 10 expand from recognizing individual objects in
isolation to sequentially recognizing all objects in & more complex scene. Furthermore, 1 will present neural  network

implementations of two key operations of the model. All code is available in & Matlab toclbox at: hitp:/Avww . saliencyicolbox.net

Greg Stephens
Princeton University
Dimensionality and dynamics in the motor behavior of C. elegans

Neural computations function to produce desired behavior. Yet, while there has been substantial effort towards understanding the
encoding of sensory information and the dynamics of neural response, investigations of motor output are comparatively
underdeveloped, in part due to the complexity of natural behaviors and the lack of canonical descriptions of relevant behavioral
states. Here we provide a quantitative and principled analysis of malor behavior in a domain which is both rich enough to be
interesting yet simpte enough so that movements can be explored exhaustively: the motions of C. elegans freely crawling on an
agar plate. In this case, the worm movements are completely characterized by the dynamics of its two-dimensional shape. While
{C. elegans possesees @ modest nervous system consisting of about 300 neurons, worms perform a variety of complex behaviors
from forward and backward crawling, to swimening, turning, chemotaxis and thermctaxis. Using high-resolution tracking video-
microscopy we caplure a worm's image and extract the skeleton of the shape as a head-to-tail ordered collection of tangent angles
sampled slong the curve. We use the tangent angle representation to directly explore the full spece of shapes, making no a priori
assumptions about what aspecis of shape are important. Applying principal components analysis we show that the space of
shapes is remarkably low dimensional, with four dimensions accounting for ~95% of the shape variance. We show that these
gimensions are robust, applying across Wworms and environmenis, and informative, aligning naturafly with behaviorally relevant
states. Two dimensions, with weak excursions into a third, are naturally expressed as phase and amptlitude and this corresponds to
sinuous crawlng movements and reversais. A fourth dimension, weakly dependent on the phase defined by the other two,
captures both gentle tumns and the Omega-like shapes associated with large changes in the worm's trajectory. We use our detailed
representation 1o search for a vocabulary of behavioral stales, primilive stereolyped patierns upon which more complex hehavior is
based. Focusing upon the evolution of the phase we show that forward crawling and reversals arise as attractors in a dynamical
systern built directly from the time series of the modes. This suggests identifying behaviors through the representative trajectories
of a derived dynamical system. Such a notion is intrinsically appezling, aveiding the bizs associated with an observer-defined state
and is suggestive of further analysis such as nature of the transitions between the attzactors of forward and backward motion. In
summary, our full and quantitative description of C. elegans movement provides a powerful tool, useful in a wide variety of
contexts, from the linking of motor output with neural circuitry and response to the genetic basis of adaptive behavior.

Bruce Wheeler
University of lllinois
Building a Brain on a Chip

We use lithography to control geometric position of neurons cultured on micreelectrode arrays. We are building the technology 10
explore how geometiic form influences computation within an in vitro neural netweork.

Gennady Berman
LANL, T13

Finding Correlations Using Frequent Patterns Analysis: Application to Neuroimaging Data
Gennady Berman (T-13), Krastan Blagoev (T-10}), Vyacheslav Gorshkov (T-13)

irreducible frequent patlers (IFPs) are used to anatyze patterns in transactiona} databases. Frequent pattern is a set of events in
the datsbase. « A frequent patlern is irreducitle (IFP) if the joint probability p{xy.z,...) of the frequent pattern xyz..., cannot be
reduced to a product of the probabilites of two (or more) other FPs of smaller lengths, e.g. p(xyz...)&#8800; pixyip{z...). *
Previously, we have developed an algosithm for searching IFPs in transactional databases. Here we show that the analysis of
multidimensional dats sets in lerms of IFPs captures the multi-event correlations in the database and is a useful tool for
characterizing the internal structure of deta sets. We discuss the possible application of this data analysis tool in Neurcimaging
data analysis. An important problem in event related as well as in resting stete magneto- and electro-encephalography (MEG/EEG)
dats analysis is how to characterize the spatial-temporal correlations in the data, how to anslyze the data to be able to find the
sequence of information processing events, as well as how 10 discover the causal connections between different brain regions in a
given task. Using IFPs we will be able to look at the correlations between 2.3, elc brain regions or sensors and discover the multi-
region correlations in the dala.



